
Probability Formula Review 

I. Types and characteristics of probability

A. Types of probability
1. Classical: P(A) = � 2. Empirical: P(A) A 

=n 

3. Subjective: Use empirical formula assuming past data of similar events is appropriate.

B. Probability characteristics
1. Range for probability: 0 ::;; P(A) ::;; 1 2. Value of complements: P(.A) = 1 - P(A)

II. Probability rules

A. Addition is used to find the sum or union of 2 events.
1. General rule: P(A or B) = P(A) + P(B) - P(A and B)

2. Special rule: P(A or B) = P(A) + P(B) is used when events are mutually exclusive.

B. Multiplication is used to determine joint probability or the intersection of 2 events.
1. General rule: P(A and B) = P(A) x P(B I A)

2. Special rule: P(A and B) = P(A) x P(B) is used when the events are independent.

Note: For independent events, the joint probability is the product of the marginal probabilities.

C. Bayes' theorem is used to find conditional probability.

P(AIB) 
P(A) x P(BIA) 

P(A) x P(B I A)+ P( A j x P( B I A j 
Note: The denominator is when condition B 
happens. It happens with A and with A. 

Ill. Counting rules 

A. The counting rule of multiple events: If one event can happen M ways and a second event
can happen N ways, then the two events can happen (M)(N) ways. For 3 events, use (M)(N)(O).

B. Factorial rule for arranging all of the items of one event: N items can be arranged in N! ways.
C. Permutation rule for arranging some of the items of one event: 

p 
N!

( order is important: a, b, c and c, a, b are different) N R = (N _ R) ! 

D. Combination rule for choosing some of the items of one event:
(order is not important: abc and cba are the same and are not counted twice)

IV. Discrete probability distributions

A. Probability distributions

1. P(x) = [x • P(x)] is calculated for each value of x.

2. Mean of a probability distribution: µ = E(x) = 1: [x • P(x)]

3. Variance of a probability distribution: V(x) = [1:x2 • P(x)] - [E(x)]2

B. Binomial distributions

P(x) = n! px
q

n-x where
x!(n-x)! 

C. Poisson distributions

where µ= np

n is number of trials x is number of successes 
p is probability of success q, the probability of failure, is 1 - p 

µ = np, cr2 
= npq and cr = Jnpq 

Poisson approximation of the binomial requires n:::: 30 and np < 5 or nq < 5. 
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V. The continuous normal probability distribution

A To find the probability of x being within a given range:

B. To find a range for x given the probability: µ ± zcr 

VI. Central limit theorem

P(x) Sampling 

Distribution 

of the Means 

µ 

µx 

If n??. 30, the population may be skewed. 

X 

x-µ
Z=­

cr 
Normal approximation of the binomial 
requires n??. 30 and both np and nq are ??. 5. 
The continuity correction factor applies. 

VII. Point estimates

A xfor µ B. s for cr C. pfor p D. Sx for crx where S- - __§_ and cr - 0 

x-
/n 

x-
/n 

VIII.Interval estimates when n ??. 30

A For a population mean x±z; or x ± z-
5
-

/n 

- Jp(1-p) 
B. For a population proportion p ± Z -n- where

X 

P = n 

IX. Determining sample size

A When estimating the population mean 

B. When estimating the population proportion n = p(1 - p>( i) 2
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Note: Use the finite correction 
factor in section VIII formulas 
when n/N 2:: .05. J N-n 

N-1

Section VIII Note: When n < 30 and 
cr is unknown, the t distribution, to 
be discussed in chapter 16, must be 
substituted for the z distribution when 
making interval estimates. Many 
statistics software programs do all 
interval calculations, regardless of 
sample size, using the t distribution. 

Owner
Text Box
Excel Internet Library has learning
materials classified by type of user.

http://www.businessbookmall.com/Microsoft_Excel_Directions_For_Beginners.htm
Owner
Text Box
MBA Internet Library will help with acceptance, graduation, and career advancement.

MBA%20Internet%20Library
Owner
Text Box
Software Tutorial Internet Library 
has material to help with many 
popular software programs.

http://www.businessbookmall.com/Software%20Tutorials%20Internet%20Library.htm
Owner
Text Box
Free Non-business Textbooks Library
covers many subjects.

http://www.businessbookmall.com/Free%20Nonbusiness%20Books.htm




Inferential Statistics Formula Review


I. Large sample hypothesis testing <n~ 30)


A. One sample mean
1. One-tail testing determines if a mean is different than a given value


in a particular direction.
2. Two-tail testing determines if a mean is different than a given value


in either direction. Divide exby 2.
3. The test statistic is x.


z = )(-~~
.rn


B. Two sample means
1. One-tail testing determines if one mean is larger or smaller than another.
2. Two-tail testing determines if 2 means are equal. Divide exby 2.
3. The test statistic is x.


z= )(1-)(2


52 521 2
n:t + n2


C. One sample proportion
1. One-tail testing determines if a proportion is different than a given value


in a particular direction.
2. Two-tail testing determines if a proportion is different than a given value


in either direction. Divide exby 2.
3. The test statistic is p. p-p


Z=-


J P(~P)
D. Two sample proportions


1. One-tail testing determines if one proportion is larger or smaller than another.
2. Two-tail testing determines if 2 proportions are equal. Divide exby 2.
3. The test statistic is p.


p =~n
P1- P2


pw(1-pw) pw(1-pw)
~+~


andz=


II. Small sample hypothesis testing <n< 30)


A. One sample mean
1. One-tail testing determines if a mean is different


from a given value in a particular direction.
2. Two-tail testing determines if a mean is different from a


given value in either direction. Dividing exby 2.


3. The test statistic is x. )(-~
t = sand df = n - 1


.rn


B. Two sample means from independent populations
1. One-tail testing determines if one mean is larger or smaller than another.
2. Two-tail testing determines if 2 means are equal. Divide exby 2.
3. The test statistic is x.


Ho : J1~ x and H1: J1< x
Ho : J1::; x and H1: J1> x


Ho : J1= x and H1: J1:I; x


X is the hypothesized
population mean.


Ho : J11~ J12and H1 : J11 < J12


Ho : J11:s; J12and H1 : J11 > J12


Ho : J11 = J12and H1 : J11 :I; J12


Ho : P ~ x and H1 : P < x
Ho : P ::; x and H1 : P > x
Ho : P = x and H1 : P :I; x


P is the hypothesized
population proportion.


- Total successes X1+ X2
Pw = Total sampled = n1+ n2


t= )(1-)(2
and 5 2 - (n1-1)S~+(nr1)S2


8 2 (11 )
w- 2


w n.j"+ n2 n1+ n2 - 2 and df = n1+ n2 - 2
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C. Two sample means from dependent populations (paired differencetest)
1. One- and two-tail pr~blems may be analyzed.
2. The test statistic is d.


t = s~ and Sd =
jff


L d2- <Ld)2!!.
n-1


and -d - I,d and df = n - 1- n


3. He: ~d;:::0 and H1 : ~d < 0 Note: ~d is negative when H1 involves testing for an increase.


III. Statistical quality control A. The x chart B. The R chart C. The p chart


IV. Analysis of variance
A. Testing 2 sample variances from normal populations


1. One- and two-tail problems may be analyzed.


2. Thetest statisticis F. F = s~ df = n - 1 for both the numerator and the denominator
s~ Two-tailtest requiresdividingthe levelof significanceby2.


B. Analyzing 3 or more sample means from normally distributed populations (ANOVA)
1. Equality of the means will be tested. He: ~1 = ~2 = ~3 and H1 : ~1 :t:~2 :t:~3
2. The test statistic is F. F - MSr3. Thisisaone-tailtest. - MSE


C. Two-factor variance analysis
1. Equality of 3 or more means will be tested for both a treatment variable and a blocking variable.


2. Thetest statisticis F. F = MSr and F = MSB
3. This is a one-tail test. MSE MSE


D. Comparing three or more treatment means to each other
1. Having rejected the null hypothesis when comparing the means of three or more populations,


treatment means can then be compared (2 at a time) to determine individual differences.
2. The test statistic is the range for the difference between the treatments.


If the range includes 0, conclude there is not a difference.
3. This is a two-tail test. (X3 - X1) :!: t JMSE(;, + ;2)


V. Nonparametric hypothesis testing
A. Goodness of fit tests for expected frequency of one categorical variable


1. Do expected frequencies (equal or proportional) match the observed frequency?
2. The test statistic is chi-square.


[(fo- fe)2 ]X2 = L fe and fe ;::: 5 and df = k - 1


B. Measuring independence of two categorical variables with a contingency table test
1. Are two variables dependent? 2


[
(fo- fe)2 ] f, x f.


2. The test statistic is chi-square. X = L fe and fe = T f 0 ;::: 5, and df =(r -1){c -1)


C. The run test for determining randomness based upon order of occurrence


Z r-J.lr. 2n,n2
= ~ where r IS the number of runs, II r = - + 1


vr ~ n,+n2
and ar= 2n, n2(2n, n2 -n, - n2)


(n, +n2)2(n,+n, +n2 -1)


D. One- and two-tail testing of one sample median using a sign test.


E. One- and two-tail testing of 2 medians from independent populations using the Mann-Whitney test.


U-J.lu
Z = -au- U n,(n,+1) Rwhere 1 = n1 n2 + 2 - 1


n,n2
and !.Lu = 2 and au = n, n2(n, +n2+ 1)
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F. One- and two-tail testing of 2 medians from dependent populations using the paired difference sign test.


G. The Kruskal-Wallis test for the equality of 3 or more independent sample medians


H = --1L
[


(1; R,)2 (1; R2)2 (1; Rk)2


]N(N+1) n, + ~ +... + ---;;;- -3(N+ 1)
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